
DG-PIC: Domain Generalized Point-In-Context Learning 
for Point Cloud Understanding

Contributions
• The first network to tackle a novel and practical multi-

domain, multi-task setting in a unified model for test-time 
Domain Generalization in point cloud understanding.

• Dual-level Source Prototype Estimation captures global-
level shapes and local-level geometry, and Dual-level Test-
time Feature Shifting aligns target data with macro-level 
domain information and micro-level patch relationships.

• DG-PIC achieves state-of-the-art performance on our new 
benchmark across three different tasks.
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• Previous train-time DG techniques focus on a single task and 
learn domain-invariant features during training, ignoring the role 
of test data.

• In-Context Learning (ICL) is tied to the training data and struggles 
to mitigate domain gaps between diverse datasets.

• DG-PIC aligns test data to sources at dual levels without test-time 
model updates, excelling in multi-domain and multi-task setting.

Dual-level Components

(a) Dual-level Source Prototype Estimation
(b) Dual-level Test-time Target Feature Shifting

Visualization of three different point cloud understanding tasks

Comparison of three point cloud tasks on our benchmark

Pre-training: 
• Select source samples to form a query-prompt 

pair for the same task.
• Mask patches and reconstruct them using the 

MPM framework.

Testing:
• Freeze the pre-trained model and shift unseen 

target toward sources.
• Choose the closest source sample as prompt, 

and output query target.

Test-time DG


